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ML APPLICATIONS

Candidate Selection predicting whether released
people from jail will re-offend

University Admission

for Job Hiring

COMPAS




D
Machine Bias

There's software used across the country to predict future criminals. And it's biased against blacks.

by Julia Angwin, Jeff Larson, Surya Mattu and Lauren Kirchner, ProPublica
May 23, 2016

WHITE AFRICAN AMERICAN

Labeled Higher Risk, But Didn't Re-Offend
Labeled Lower Risk, Yet Did Re-Offend

Overall, Northpointe’s assessment tool correctly predicts recidivism 61 percent of the time. But blacks are almost twice as likely
as whites to be labeled a higher risk but not actually re-offend. It makes the opposite mistake among whites: They are much

more likely than blacks to be labeled lower risk but go on to commit other crimes.

article/machine-bias-risk-assessments-in-criminal-sentencin



https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing

Accuracy of Face Recognition Technologies

20.8%I 33.7%  34.4% 31.4% 22.5%|
| | |

100

[ Darker female
1 Darker male
[ Lighter female
[1 Lighter male

Accuracy (%)
&)
-

Microsoft Face++ IBM Amazon Kairos

Face Recognition Technology

Buolamwini, J., & Gebru, T. (2018, January). Gender shades: Intersectional accuracy disparities in commercial gender classification. In Conference on fairness, accountability and transparency (pp. 77-91). PMLR.



Training data Y

A 4

Machine Learning
(ML)

Input features

Education Automatic decision system » Output Y
Credit Hist X
Occupation
Job hiring
College admission
Gender Recidivism
Race A ......
Age
""" Fairness: |sthe output fair with respect to individuals or subpopulations ?
Ethical : TET : : :
Explainability: How the output can be explained in terms of the input features ?
Concerns
Privacy: Does learning high accuracy/utility model reveal personal and highly sensitive data?

Y



Statistical notions of fairness

Education X 1

Level
Female Male

PY|A=0)=P(Y |A=1)

Statistical Parity

Professional X 2

experience Umring

CGender A Y decision

Hobby X 3

PY=1|E=eA=0=PY =1|E=e,A=1) Ve
Conditional Statistical Parity

Volunteering X 4

record
PY=1|Y=1,A=0=PY =1|Y =1,4=1) E[S|Y=1,A=0)]=E[S|Y =1,4=1]
Equal Opportunity Balance
(Equal TPRs)
P(Y =1| Y = 1,LA=0)=PX =1 Y = 1,A=1) P(Y =1 | S=5A=0)=PY =1 | S=s8A=1) Vse [Ot 1]

Predictive Parity Calibration
(Equal PPVs (Positive Predictive Values))



How strong is the effectof Aon Y ?

Education X 1

Level \
Professional
experience X—Z ..
— Hiring
Gender A Y decision
Hobby X_3 /

Volunteering X 4
record -

Example 1:

Flip two coins 100 times, and

write down the results only when at least one of

them comes up head Coinl | Coin2
Head head

Tail head

Notice the dependence: head tail
every time coinl lands Tl head
Head head

tail, coin2 lands head |
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AND DANA MACKENZIE

THE
BOOK OF

_, Bias WHY
Why not P(Y|A)? - P il

THE NEW SCIENCGCE

OF CAUSE AND EFFEGCT

The illusion of correlation

“The correlation we observe is an illusion. An illusion we brought
upon ourselves by choosing which events to include in our dataset
and which to ignore.”

Example 2:

Did you notice that among the people you date, the attractive
ones are more likely to be jerks ?

~Attractive Jerk
Attractive Nice
' Not attractive Nice
Not attractive Jerk

You are dating
from these:




Simpson’s Paradox Statistical parity = 7/15 - 8/15 =-1/15

Discrimination against women

Discrimation in favor of women

A A
Gender O Tyt Gender
N 1 8 1 8 Hiring rate
Hiring rate (T=0)
(T=0) . 0 . 0 1/5=0.2
3/10=0.3 1 0 0 0
1 0 0 0
1 0 0 0
A=1 1 0 0 A=0 0 1 1 Hiring rate
Hiring rate (Women) - 0 0 (Men) 0 - - (T=1)
(T _ 1) 1 0 0 0 1 1 7/10=0.7
4/5=0.8 1 0 0 ' 0 1 1
1 0 1 1
1 1 0 1 1
Total hiring rate 1 1 0 1 0 Total hiring rate
7/15 1 1 0 1 0 8/15
1 \ 0 0 1 0
A=0 |Man T=0 Flexible time job Y=0 Not hired
A=1 |Woman T=1  |Non-flexible time job Y=1 Hired .




F ( Home ou Contac Dropdown Detoult Staticto ed 0
Lorem ipsum dolor sit amet, consectetur adipiscing elit, sed Lorem ipsum dolor sit amet, consectetur adipiscing elit, sed
do eiusmod tempor incididunt ut labore et dolore magna do eiusmod tempor incididunt ut labore et dolore magna
aliqua. Ut enim ad minim veniam, quis nostrud exercitation aligua. Ut enim ad minim veniam, quis nostrud exercitation
ullamco laboris nisi ut aliquip ex ea commodo consequat. ullamco laboris nisi ut aliquip ex ea commodo consequat.
Learn more ¥ Learn more

o
o
The golden standard to measure causal effects is: Click rate: 52 % 72%

Ly Randomized Controlled Trials (RCT) A/B testing

. o
A\ / Randomly aIIocatingmo Or more groups
)
E

Treatment . Comparison | Control
(Receives the intervention) (No-intervention, Placebo, etc.)

- It is the experimenter that does the allocation (not the subjects that choose)
- The experiment should be properly randomized:

All factors that influence the outcome variable are either static, or vary at random, except one

=> S0 any change in the outcome variable must be due to that one input variable.

¢

An experiment involves an action (not mere observation)

In medical studies: select half of individuals In fairness problems: select half of candidates
randomly, and give them the treatment and set their gender to protected group (female).



How to measure the causal effect reliably ?

Causal Inference

Intervention: setting the value of a variable do(A = a)

P(Y=y|A=a) P(Y=y|do(A=a))
The population distribution of Y if

everyone in the population had their A
value fixed at a.

The population distribution of Y among
individuals whose A value is a

Statistical Parity (Total Variation): Total (causal) Effect:
TE =ATE = ACE =

P(Y=y|A=1) - P(Y=y|A=0) P(Y=1|do(A=1)) - P(Y=1|do(A=0))

P(yA=a)

Other notations of P(ya._,)
P(Y=y|do(A=a)) in P(y.)
the literature

P(ya)



How to measure the causal effect reliably ?

Causal Inference:

Estimating the effect of the intervention from observed data

/ \ P(Y|do(A=a))
4 vY

. } . o . - ° ® . . N \ .

A Definition 3.3.1 (The Backdoor Criterion) Given an ordered pair of variables (X,Y) in a
directed acyclic graph G, a set of variables Z satisfies the backdoor criterion relative to (X, Y)
if no node in Z is a descendant of X, and Z blocks every path between X and Y that contains

. an arrow into X.

E

. It a set of variables Z satisfies the backdoor criterion for X and Y, then the causal effect of
C X on Y 1s given by the formula

P(Y =yldo(X =x) = ) P(Y=y|X=x.Z=2)P(Z=2)

* Pearl, J., Causality: Models, Reasoning, and Inference. Cambridge University Press, 2009



How to measure the causal effect reliably ?

Causal Inference:

Backdoor paths . Estimating the effect of the intervention from observed data

(Spurious/ \ P(Y | do(A:a))
effect)
x LY

®

} Definition 3.3.1 (The Backdoor Criterion) Given an ordered pair of variables (X,Y) in a

.
A . . . . . . .
directed acyclic graph G, a set of variables Z satisfies the backdoor criterion relative to (X, Y)
: if no node in Z is a descendant of X, and Z blocks every path between X and Y that contains
Directed pat ~ ~ .
v

] Q
[ ]

‘e an arrow mnto X.
(causal effect) E

It a set of variables Z satisfies the backdoor criterion for X and Y, then the causal effect of
X on Y 1s given by the formula

C

P(Y = y|do(X = x)) = z P(Y=vy|X=x,Z=7)P(Z=7)

P(Y = yldo(A = a)) = ), P(Y =ylA=a,] = j) P(J = j)
J

* Pearl, J., Causality: Models, Reasoning, and Inference. Cambridge University Press, 2009



How strong is the causal dependence of Y on A (causal effect of AonY)?

" Q Estimating P(Y|do(A=a)) from observed data Uq
\\4 . . J \\\ Q
Uy s it always possible? ) o
N / g o UY
sy ldentifiability J S
) 4 L Y
)
Markovian Causal model Causal model

M1 M2 Semi-Markovian

Joint distribution

Pmily|do(A=a)) = Puo(y|do(A=a))




How strong is the causal dependence of Y on A (causal effect of AonY)?

Estimating P(Y|do(A=a)) from observed data in a semi-
markovian model

Theorem 3.4.1 (Rules of do Calculus)

Let G be the directed acyclic graph associated with a causal model as defined in (3.2),
and let P(-) stand for the probability distribution induced by that model. For any disjoint
subsets of variables X, Y, Z, and W, we have the following rules.

Rule 1 (Insertion/deletion of observations):

P(y|%, z,w) = P(y|X,w) if (Y AL Z)|X, W) (3.31)
Rule 2 (Action/observation exchange):

P(y| %, 2, w) = P(y|X,zow) if (Y 1L 2)|X, W5, (3.32)
Rule 3 (Insertion/deletion of actions):

S (3.33)

P(y|X,z,w) = P(y|X,w)if (Y 1L Z| X, W),

where Z(W) is the set of Z-nodes that are not ancestors of any W-node in Gy.

\
\
\ Q
J N
\
4
/z’ ‘). U .
/
, Y
/ \
/ \
/ \
/ \
/ \
4
¢ AVVY
g

Semi-Markovian



How strong is the causal dependence of Y on A (causal effect of AonY)?

Estimating P(Y|do(A=a)) from observed data in a semi-markovian model

Graphical criterion: If the cause variable (X or A) is not connected to any of its
direct children through a confounding path, it is identifiable.

- .,
-------- .~
‘o' e -~
e’ ~s~ ‘\
4 N
/ 4
Aé o Y

-
-----

A Y
2.c P(yla, c) P(c)

M, ‘ Zwl Z\VZ >a Pylwi, wo, a’) P(a’"|wy)

Zml,mg P(y|my, my, a) P(m1|a) XP(wi|ws, a)P(w»)

X X' P(mzlmy,a’) P(a’)

Front-door
criterion




Survey papers about Fairness and Causality

Makhlouf, K., Zhioua, S., & Palamidessi, C. (2021).
Machine learning fairness notions: Bridging the gap with real-world
applications. Information Processing & Management, 58(5), 102642.

Makhlouf, K., Zhioua, S., & Palamidessi, C. (2022).
Survey on causal-based machine learning fairness
notions. arXiv preprint arXiv:2010.095583. (Under review)

Makhlouf, K., Zhioua, S., & Palamidessi, C. (2022, December).
|dentifiability of Causal-based ML Fairness Notions. In 2022 14th
International Conference on Computational Intelligence and

Communication Networks (CICN) (pp. 1-8). IEEE.



Causality Benefit 2:

Mediation Analysis




Mediation Analysis Direct causal effect




Mediation Analysis Direct causal effect

C Q
® o

‘ / U

Gender & —————————) ¢ Hiring
A\ /
“ Indirect causal effect

o
/

Education

20



P(y.) = P(Y=y|do(A=a))

a1 : female
ao : male

Mediaticn Analysis Direct causal effect

NDEg, 4,(y) = P(Ya,z,,) = P(ya,)

Non-causal spurious C Q
effect . . discrimination
‘ / ~l
Gender & —————————) ¢ Hiring
A
“ Indirect causal effect
o
| /
Educati
e NIEg, a (y) = P(yao,zal) - P(yao)

Discrimination ? It depends on Z

* Pearl, J. (2001). Direct and indirect effects. In Proceeding of UAI 2001.

21



MediatiOn Analysis Direct causal effect
N | spuri Q NDEqg, q,(y) = P(yal,zao) — P(yq, )
on-causal spurious C

effect . discrimination

/’\

Gender 0—’. Hiring

Indirect causal effect
Path-Specific effect
Educatlon
T a .a (y) — P(ya Z ., ) - P(ya )
PSEal aop (y) IP(yal |Jl'aa0 |7r yaO o : 1 :
Discrimination ? It depends on Z

Hobby

* Pearl, J. (2001). Direct and indirect effects. In Proceeding of UAI 2001.

* Chiappa, S. (2019). Path-specific counterfactual fairness. In Proceedings of the AAAI Conference on Atrtificial Intelligence (Vol. 33, No. 01, pp. 7801-7808).



Simpson’s Paradox Statistical parity = 7/15 - 8/15 =-1/15

Discrimination against women

Discrimation in favor of women

A A
Gender O Tyt Gender
N 1 8 1 8 Hiring rate
Hiring rate (T=0)
(T=0) . 0 . 0 1/5=0.2
3/10=0.3 1 0 0 0
1 0 0 0
1 0 0 0
A=1 1 0 0 A=0 0 1 1 Hiring rate
Hiring rate (Women) - 0 0 (Men) 0 - - (T=1)
(T _ 1) 1 0 0 0 1 1 7/10=0.7
4/5=0.8 1 0 0 ' 0 1 1
1 0 1 1
1 1 0 1 1
Total hiring rate 1 1 0 1 0 Total hiring rate
7/15 1 1 0 1 0 8/15
1 \ 0 0 1 0
A=0 |Man T=0 Flexible time job Y=0 Not hired
A=1 |Woman T=1  |Non-flexible time job Y=1 Hired )




A Y
Gender e > o Hiring

Job Type



Dissecting Bias

- Bias: “deviation of the expected value from the quantity it estimates”

Example:

- Discrimination: “unjust or prejudicial treatment of different categories
of people, on the ground of race, age, gender, disabillity, religion,

political belief, etc.
Example:

- A bias In measuring discrimination may amplify or under-estimate

2[Ys] — E[Y]

“:[Y‘A = al] —

the true discrimination

“:[YlA — ao]




Dissecting Bias

- Confounding Bias: failing to identify and adjust on a confounder
- Collider (Selection) Bias: implicit adjustment on a collider
- Measurement Bias: adjusting on a proxy variable



Confounding Bias

Failing to adjust on confounder(s)

Socio-Economic Rich/
Status Poor

VA

Aeg——onon 5 Y Job Hiring

Hired/
Political Liberal/ Not Hired

belief Conservative



Confounding Bias (Linear case)

Z ConfBias(Y, A)
°

Proof using results from:
Cramer, H. (1999). Mathematical methods of statistics (Vol. 26). Princeton university press.

Wright, S. Correlation and causation. Journal of Agricultural Research, 20:557-585, 1921




Confounding Bias (Linear case)

Bias (holding the other coefficients at 0.5)

0.4

0.3 A

0.2 A

0.1 ~

0.0 A

_0-1 -

—0.2 -

_0.3 -

_0.4 -

—— Bias while changing 8
—— Bias while changing y
—— Bias while changing a

—-1.0

—0.5

0.0 0.5 1.0
a,B,y

Z
B g

AQ—».Y
(8

0.4

0.2
bias 0.0

- 0.0




Confounding Bias (Linear)

Political A ®

belief

Socio-

Economlc

Status

0.4 1
0.2 1
Hired/ bias g o T

Liberal

Conservative

Rich

o Not Hired

Job —0.2 1
Hiring _04 T

Confounding Bias = -0.4

m

- 0.2
- 0.0

- —0.2

B




Confounding Bias (Linear)

. I
Socio- )
Poor Rich
Economlc
Status

0.4 1
0.2 1
Hired/ bias g o T

Political A ® > e ¥ Not Hired .
belief Job e
— Hiring -0.4

Liberal Conservative

Confounding Bias = 0.0

m

- 0.2
- 0.0

- —0.2

B




Confounding Bias (Linear)

Political A ®

belief

Socio-
Economlc
Status

0.4 1
0.2 1
Hired/ bias g o T

Poor

Liberal

Conservative

Rich

o Not Hired

Job —0.2 1
Hiring —04 1

Confounding Bias = 0.4

m

- 0.2
- 0.0

- —0.2

B




Collider (Selection) Bias




Collider (Selection) Bias

Political A N Y Job Hiring
belief

Hired/
Liberal/ Not Hired
Conservative

W

Labor Union

Member/
Not member



Collider (Selection) Bias (Linear Model)

¢ SBZB’I:CLS(Y, A) — ,Bya,.'w o /Bya

O qw 9 Oaqw — Uyw
Oq

2 2 2
Oaq"Ow”™ — Ogw

2
a277 + adeo,” — nay2 — aeay2

— ¢ Ow? — 042 (N + ae)?



Collider (Selection) Bias (Linear Model)

A e - o)

0.2 T “\ ‘

n €
0.0 T - 0.0
. . . bias 1
Bias (holding the other coefficients at 0.5) ® —0.2 - —0.2
0.4 —— Bias while changing n [' ['
—— Bias while changing ¢
—— Bias while changing a
0.2 A
0.0 A
—0.2 A
—0.4 A
—0.6 A

—1.00-0.75-0.50-0.25 0.00 0.25 0.50 0.75 1.00
a,n e



Collider (Selection) Bias (Linear Model)

Political A ®
belief

Liberal Conservative

AQ—»,Y

N~

0.5

W

Labor Union

Low
Syndicalism

0.6

Py Y Job Hiring

0.0 ]
bias _02 1

Collider Bias = 0.36

0.2 1

1.0

1.0




Collider (Selection) Bias (Linear Model)

0.5 . .
Political A P Py Y Job Hiring |l < | |
belief 0.2
0.0 1 ( ) - 0.0
Liberal Conservative bias 4
—0.2 —0.
0.0 0.0 0-2
L
Labor Union 1.0 1.0
T CO"ider BiaS = 0.0
Low High
Syndicalism syndicalism

AQ—»,Y

N~




Collider (Selection) Bias (Linear Model)

Political A o @ ) Job Hiring | < ’ |
belief 0.2 Y
OO T B OO
Liberal Conservative bias _02 1 L _ 02
Labor Union
B CO"ider BiaS — '0.84
Low High
Syndicalism syndicalism

AQ—»,Y

N~




Measurement Bias
7 Notouaitiod

T e

SAT Score 190/

Low Job Hiring
. A . ﬁ . Y .
Political leeQ/
belief Liberal/ Not Hired

Conservative



Measurement Bias (Linear Model)

Z
o
l/\ MeasBias(Y,A) = ACE(Y,A)r — ACE(Y, A)
IB T. L — ﬁya.t — ﬂya.z
B Uz257(0t2 — 0'22)‘2)

Ae——— 0 Y T 0,202 — 0,402 32




Measurement Bias (Linear Model)

Z

A
Bias (holding the other coefficients at 0.5) ,B Y
Te
0.3 1
Ae——  p oY
8
0.2 -

0.1 A

0.0 A

MeasBias(Y,A) = ACE(Y,A)r — ACE(Y, A)
— ﬁya.t — ﬁya.z

2 2 212
— . P 57(01& — 0,7 A )
—— Bias while changing B —
—— Bias while changing y 0-a20-t2 _ O-Z4A2IB2

— Bias while changing a

_0_1 -

—0.2 A

—0.3 A

Bias while changing A

—1.00 —0.75 —0.50 —0.25 0.00 0.25 0.50 0.75 1.00
a, B,y A



What’s next

 Understand more the magnitude of the bias in terms of the different model
parameters.

* Quantify total bias in presence of several types of bias in the same setup

e Quantify bias in more complex causal models
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1. Makhlouf, K., Zhioua, S., & Palamidessi, C. (2021).
Machine learning fairness notions: Bridging the gap with real-worid

Completed 7o
p Information Processing & Management Journal.

2. Makhlouf, K., Zhioua, S., & Palamidessi, C. (2021).
On the applicability of machine learning fairness notions.

ACM SIGKDD Explorations Newsletter.
1,2,3

| 3. Makhlouf, K., Zhioua, S., & Palamidessi, C. (2020).
Fairness Survey on causal-based machine learning fairness notions.
Under review.

4,5

4. Pinzon, C., Palamidessi, C., Piantanida, P., & Valencia, F. (2022, June).
On the Impossibility of Non-trivial Accuracy in Presence of Fairness
Constraints.

Causality Privacy In Proceedings of the AAAI Conference on Artificial Intelligence.

5. Binkyté, R., Makhlouf, K., Pinzon, C., Zhioua, S., & Palamidessi, C.
Causal Discovery for Fairness.
NeurlPS 2022.

Workshop on Algorithmic Fairness through the Lens of Causality and Privacy.
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Causal Discovery for Fairness

Rata Binkyte-Sadauskiene

ruta.binkyte-sadauskiene@inria.fr
INRIA, Ecole Polytechnique, IPP

Paris, France

Sami Zhioua

sami.zhioua@lix.polytechnique.fr
INRIA, Ecole Polytechnique, IPP

Paris, France

ABSTRACT

[t is crucial to consider the social and ethical consequences of Al and
ML based decisions for the safe and acceptable use of these emerg-
ing technologies. Fairness, in particular, guarantees that the ML
decisions do not result in discrimination against individuals or mi-
norities. [dentifying and measuring reliably fairness/discrimination
is better achieved using causality which considers the causal rela-

{’;I\Y\ I\Q‘TI\Y\A ™T™MAarYrao Ao a {';I‘\.‘\ I‘\Qh YYYYY {’l‘\ﬂ f‘ﬂnﬂ;{';‘fﬁ f\"’{’"‘;l‘\‘l‘l{’ﬂ /D ~

Karima Makhlouf

karima.makhlouf@lix.polytechnique.fr
INRIA, Ecole Polytechnique, IPP

Paris, France

Carlos Pinzon

carlos.pinzon@inria.fr
Inria, Ecole Polytechnique, IPP

Paris, France

Catuscia Palamidessi

catuscia@lix.polytechnique.fr
Inria, Ecole Polytechnique, IPP

Paris, France

criteria have been introduced in the literature to assess discrimina-
tion (statistical parity [13], equal opportunity [21], calibration [12],
etc.) [42]. The most recent fairness criteria, however, are causal-
based [40] and reflect the now widely accepted idea that causality
is necessary to appropriately address the problem of fairness. There
are at least three benefits of using causality to assess fairness. First,
in presence of a common cause (confounder) between the sensi-
tive attribute A (e.g. gender) and the decision Y (e.g. iob hiring).

* NeurlPS 2022 Workshop on Algorithmic Fairness through the Lens of Causality and Privacy
* Long version available at arxiv: https://arxiv.org/abs/2206.06685


https://arxiv.org/abs/2206.06685

Causal Discovery for Fairness

Different causal discovery algorithms (PC, FCI, GES, LINGAM, etc.) may lead to different causal graphs.

We show that even slight differences in causal graphs can have significant impact on fairness conclusions.

N,

A———>Y Y
TEal,ao (y+) - P(yZn) — P(ygo) T'Eabao (y+) - P(yal) - P(y;o)
= P(y'|A = a1) — P(y"|A = a). = 3 B =ylA=a,C=0)
cedom(C)

-P(Y =y"|A=ap,C=c)) P(C =c)

NI,Eal,ao(y+) — Z P(Y — y+ |A — a(),C — C) NIEal,aO (y+) =0
cedom(C)

(P(C =c|lA =a1) —P(C = c|A = ap)).



Causal Discovery for Fairness

TV
age sex age sex 0125 & -
/ \ % _ 01001 * _
A
9 |
2 0.075 = A
- . . . . - v . . A

y 0.050 -
Q

\ | / Q\ | / E 0.025 - )

prlors prlors _8 0.000 F = —————————— —— -l e k- A-——————————
@© ® rC -
=
© -0.0254 MW FcC
(a) PC (b) FCI © X GES
~0.050 -
age Sex A SBCN 1
~0.075 . . . . .
ATE IPW TE DE ID ED
/ Causal-fairness measures
race recidivism
\ / Figure 11: Estimation of causal effects of the Compas dataset
, based on PC, FCI, GES and SBCN.
priors

(c) GES
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6. Binkyte, R., Palamidessi, C., Gorla, D.
BABE: Enhancing Fairness via Estimation of Latent Explaining Variables
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Take-aways

o Causality is essential to reliably measure discrimination
 The two benefits of using causality in fairness:
* Benefit 1: measuring discrimination accurately
* Benefit 2: mediation analysis (distinguishing the different paths of discr.)

» Causality can be used to characterise sources of bias when measuring
discrimination.






